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Estimation and uncertainty



Estimation

Estimation means to infer a population parameter from a sample

The question is: How much can we trust the estimate/statistic?



Uncertainty

Error
= Random
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Uncertainty

Error
= Random
= will cancels out with increased sample size
measured as precision

Bias 
= consistent over/underestimation
= skewed results
measured as accuracy 
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Error will decrease with higher sample size, bias will not.



Example: Distribution of gene length in the human 
genome
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Frequency of gene length in a random sample (n=20)

Sample #1 Sample #2 Sample #3 ….

(here: 10 000 times)

Repeat sampling multiple times to build a sample mean distribution:

Population



Comparing different sample sizes

Increased sample size decreases the standard deviation of the sample mean distribution

→the sample size tells us to something about the potential error of our sample mean



Standard error

How to measure confidence in a statistic?

Standard error 

ÅStandard deviation of a statistic’s sampling distribution

ÅReflects the difference between the estimate/statistic and the 
parameter

ÅSmall standard errors indicate precision



Standard error

Standard error of the mean

𝑆𝐸𝑀 ҧ𝑥=
𝑠

𝑛

ÅStandard deviation of a statistic’s sampling distribution

ÅReflects the difference between the estimate/statistic and the 
parameter

ÅSmall standard errors indicate precision

ÅEstimated from the sample standard deviation

ÅSEM decreases with increasing sample size

S = standard deviation
𝑛= square root of sample size



Central limit theorem



Central limit theorem

Sample means cluster around the central population value

→This holds true no matter the distribution of the population



Central limit theorem

Sample means cluster around the central population value

→This holds true no matter the distribution of the population

ÅWhen sample size is large, sample mean and population mean are similar

ÅWhen sample size are small, sample and population mean are probably
different



Central limit theorem

Try it out yourself:

www.tinyurl.com/clt-simulator

1. Click “Begin” on left side
2. Draw a distribution in the top graph
3. Click “Animated to draw a random sample
4. Click 10000 to repeat 10000 times
5. Compare mean and standard deviation

http://www.tinyurl.com/clt-simulator

